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Abstract— The coexistence of omnidirectional small cells
(OSCs), such as RF small cells, and directional small cells (DSCs),
such as visible-light communication cells, is investigated. The
delay of two cases of such heterogeneous networks is evaluated. In
the first case, resource allocated OSCs, such as RF femtocells, are
considered. In the second case, contention-based OSCs, such as
WiFi access point, are studied. For each case, two configurations
are evaluated. In the first configuration, the non-aggregated
scenario, any request is either allocated to OSC or DSC. While in
the second configuration, the aggregated scenario, each request
is split into two pieces, one is forwarded to OSC and the other
is forwarded to DSC. For the first case, under Poisson request
arrival process and exponential distribution of request size, the
optimal traffic allocation ratio is derived for the non-aggregated
scenario and it is mathematically proved that the aggregated
scenario provides lower minimum average system delay than that
of the non-aggregated scenario. For the second case, the average
system delay is derived for both non-aggregated and aggregated
scenarios, and extensive simulation results imply that, under
certain conditions, the non-aggregated scenario outperforms the
aggregated scenario due to the overhead caused by contention.

Index Terms— Heterogeneous network (HetNet), delay, omni-
directional small cell (OSC), directional small cell (DSC),
RF femtocall, WiFi, visible light communications (VLC), link
aggregation.

I. INTRODUCTION

DEMAND for ubiquitous wireless connectivity continues
to grow due to the trend towards an always on culture,

broad interest in mobile multimedia, and advancement towards
the Internet of things. This demand stems from a multifaceted
growth in the number of networked devices and the per-device
data usage from novel applications (e.g., HD video, augmented
reality, and cloud-based services). Forecasts from Cisco show
Internet video accounting for 80% of all consumer Internet
traffic by 2019 [1] while Qualcomm and Ericsson expect
between 25 and 50 billion connected devices by 2020 [2], [3].
Next generation, or 5G, wireless networks will be challenged
to provide the capacity needed to meet this growing demand.
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Compared to peak performance goals of previous generations,
5G goals include increasing the expected performance across
non-uniform geographic traffic distributions. In particular,
additional capacity is needed in dense urban environments and
indoor environments where approximately 70% of IP-traffic
occurs [4].

Heterogeneous wireless network, as a method to incorporate
different access technologies, contains the potential capabili-
ties of improving the efficiency of spectral resource utilization.
Traffic offloading to omnidirectional small cells (OSCs), such
as RF femtocells and WiFi WLANs, has already become
an established technique for adding capacity to dense envi-
ronments where macrocells are overloaded. Ultra-dense dis-
tributed directional small cells (DSCs), deployed in indoor
environments, can supplement OSCs in areas like apartment
complexes, coffee shops, and office spaces where device den-
sity and data demand are at their highest. These DSCs can be
implemented by technologies like microwave [5], mmwave [6]
and optical wireless. Optical wireless (OW) communication -
specifically visible light communication (VLC) or LiFi [7] -
is a directional communication technology that has gained
interest within the research community in recent years. As an
excellent candidate for 5G wireless communication, VLC
provides ultra wide bandwidth and efficient energy utiliza-
tion [8]. However, the weaknesses of VLC is the vulner-
ability to obstacles when compared to the omnidirectional
RF communication.

In this work, we consider two cases of heterogenous
OSC-DSC networks. One case is the coexistence of resource
allocated OSCs (RAOSCs) and DSCs. A typical application of
RAOSC is the RF femtocells [9], which are owned/controlled
by a global entity (i.e., service provider). Therefore, inter-
ference can be mitigated in the provisioning process and
multiple adjacent RF femtocells can perform downlink data
transmission simultaneously without contention. This non-
contention issue will be further discussed in Section II.
The other case is the heterogenous network incorporating
contention-based OSCs (CBOSCs) and DSCs. In contrast to
RAOSC, CBOSC (such as WiFi AP) is purchased by local
entities (i.e. home/business owners) and deployed in an ad-
hoc manner such that interference is not planned. Particularly,
WiFi networks employs the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) protocols to schedule
the contention process. DSCs have a large reuse factor such
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that the spectrum reuse can be easily implemented even in
an indoor environment. Without the loss of generality, we
use OSC and DSC notations instead of RF and VLC in the
following description.

Many current research efforts have been paid towards
developing heterogeneous networks incorporating both OSC
and DSC. A protocol, considering OFDMA, vertical han-
dover (VHO) and horizontal handover (HHO) mechanisms for
mobile terminals (MTs) to enable the mobility of users among
different VLC APs and OFDMA system, is proposed in [10].
The authors define a new metric, called spatial density, to
evaluate the capacity of the heterogeneous network under the
assumption of the Homogenous Poisson Point Process (HPPP)
distribution of MTs. In [11], load balancing for hybrid VLC
and WiFi system is optimized by both centralized and dis-
tributed resource-allocation algorithms while achieving pro-
portional fairness. In [12], different RF-VLC heterogeneous
network topologies, such as symmetric non-interfering, sym-
metric with interference and asymmetric, are briefly discussed.
In [13], taking the advantage of wide coverage of RF and
spatially reuse efficiency of VLC, a hybrid RF and VLC
system is proposed to improve per user average and outage
throughput.

Regarding the bandwidth aggregation, a thorough survey of
approaches in heterogeneous wireless networks has been pre-
sented in [14]. The challenges and open research issues in the
design of bandwidth aggregation system, ranging from MAC
layer to application layer, have been investigated in detail. The
benefits of bandwidth aggregation includes increased through-
put, improved packet delivery, load balancing and seamless
connectivity. This work also validates the feasibility of the
heterogeneous OSC-DSC networks proposed here based on
bandwidth aggregation. In [15], users connect to WiFi and
VLC simultaneously. A parallel transmission MAC (PT-MAC)
protocol containing CSMA/CA algorithm and the concept
of parallel transmission are proposed. This protocol supports
fairness among users in the hybrid VLC and WLAN network.

The above-mentioned works, which are primarily
simulation-based studies, do not provide system-level
implementation of the WiFi-LiFi systems. In our previous
work [16]–[18], an aggregated WiFi-VLC system is presented
and implemented using WiFi/VLC equipment and Linux
Bonding driver. The realized WiFi-LiFi system aggregates
a single WiFi link and a single VLC link, and provides
improved throughput. This paper theoretically investigates
system delay, a critical QoS metric especially for multimedia
applications [19]. Here, system delay is defined as the amount
of the time from the instant the request arrives at the AP to
the instant that it successfully departs from the AP.

In [19], delay modeling of a hybrid WiFi-VLC system has
been investigated. Each WiFi and VLC queue is observed
as an M/D/1 queue, and the capacities with respect to the
unstable delay points of WiFi only, asymmetric WiFi-VLC and
hybrid WiFi-VLC systems are compared. An analytic model
for evaluating the queueing delays and channel access times
at nodes in 802.11 based WiFi networks is presented in [20].
The model provides closed form solutions for obtaining the
values of the delay and queue length. This is done by modeling

each node as a discrete time G/G/1 queue. However, these
works do not investigate the delay modeling of a system
with bandwidth aggregation. In other words, most of the
existing heterogeneous works only study the networks without
bandwidth aggregation (i.e. one request is either forwarded to
one access technology or the other).

This paper characterizes the system delay of two
cases of heterogeneous OSC-DSC wireless networks:
(i) RAOSC-DSC; (ii) CBOSC-DSC. For each case, two
configurations are taken into consideration. One of them is
based on bandwidth aggregation and the other is not. The
potential gain in terms of the minimum average system
delay through aggregating the bandwidth of OSC and
DSC is also evaluated. To the best of our knowledge,
this work is the first to quantify the system performance
of aggregation with respect to minimum average system
delay. Note that investigating the delay performance of a
heterogeneous system when aggregation is considered, is our
major contribution, which differs from other existing works.
The main contributions of this work include the following:
(i) for the heterogeneous RAOSC-DSC wireless network, a
generalized characterization of the system without bandwidth
aggregation is derived in terms of the optimal ratio of traffic
allocation and the minimum average system delay and a
near-optimal characterization of the minimum average system
delay of the system that utilizes bandwidth aggregation is
proposed; (ii) for the heterogeneous RAOSC-DSC wireless
network, it is also theoretically proved that the minimum
average system delay of the system based on bandwidth
aggregation is lower when compared to that of the system
without bandwidth aggregation; (iii) for the heterogeneous
CBOSC-DSC wireless network, the average system delay is
derived for both the system without bandwidth aggregation
and the system with bandwidth aggregation; (iv) for the
heterogeneous CBOSC-DSC wireless network, extensive
simulations are also conducted to indicate that under certain
conditions, the system without bandwidth aggregation
outperforms the system with bandwidth aggregation in terms
of minimum average system delay.

II. SYSTEM MODEL

A. Parameters

A recent measurement study [21] on traces of 3785 smart
phone users from 145 countries over a four-month period
shows that the ratio of download traffic to its upload traffic is
20:1. Therefore, in this paper, we investigate the downlink sys-
tem delay of two cases of heterogeneous OSC-DSC wireless
access networks:

• Case 1: heterogeneous RAOSC-DSC network,
• Case 2: heterogeneous CBOSC-DSC network.

Fig. 1 illustrates the network architecture for case 1. In the
system model suggested, there are one RAOSC AP and N1
DSC APs. Since OSC APs do not contend with each other,
under homogeneous traffic distribution, the delay analysis of a
single RAOSC AP can be easily extended to that of multiple
RAOSC APs. Due to the fact that the DSCs have a large
reuse factor [22], it is rational to assume that all the DSC
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Fig. 1. Heterogeneous RAOSC-DSC network architecture.

Fig. 2. Heterogeneous CBOSC-DSC network architecture.

links can be active simultaneously with negligible interference
among them. Under the homogeneous traffic assumption, the
traffic assigned to different DSC APs is evenly distributed. The
requests arrival process to the central coordinator is a Poisson
process [20], [23] with rate λ1. One request here means one
download session (e.g. a photo, a webpage, a video) from the
Internet. For priority system [24], where each session forms a
flow with a certain priority level and packets of lower priority
start transmission only if no higher priority packet is waiting,
Poisson arrival process is applicable due to the independency
among a large number of arrival of requests. Since the requests
are from different independent sources, it is assumed that the
size of each request is exponentially distributed with mean μ1.
The downlink capacities of the RAOSC and the DSC are
Bw

1 and Bv
1 , respectively, where Bw

1 < Bv
1 .

Fig. 2 illustrates the network architecture for case 2.
In this case, there are M CBOSC APs and N2 DSC APs,
where N2 > M . All of the M CBOSC APs are located in
a single contention domain. The MAC scheme considered is
IEEE 802.11 [25], which is implemented by using a Dis-
tributed Coordination Function based on the CSMA/CA pro-
tocol. The RTS/CTS exchange scheme, which is utilized to
address the “hidden node” problem, is also taken into account.
The 802.11 configurations will be described in details in
Section IV. The blockage property of DSC is modeled as
a successful transmission probability Psucc for each request.
The whole request will be retransmitted once the transmission
fails. The Ack-enabled mechanism [26] for DSC is considered.
Under the homogeneous traffic assumption, the traffic assigned
to different CBOSC and DSC APs are evenly distributed.
The requests arrival process to each AP is a Poisson process
with rate λ2/M . The size of each request is exponentially

TABLE I

THE DEFINITION OF SOME OF THE SYMBOLS

distributed with mean μ2. The downlink capacities of the
CBOSC and the DSC are Bw

2 and Bv
2 , respectively.

For two cases of heterogeneous OSC-DSC wireless access
networks, the system delay D performance is studied for two
configurations: i) non-aggregated scenario and ii) aggregated
scenario. In the non-aggregated scenario, any request is either
allocated to the RAOSC/CBOSC or the DSC. In the aggregated
scenario, each request is split into two pieces. One of them is
forwarded to the RAOSC/CBOSC while the other is forwarded
to one of the DSC APs. In the paper, one request means
one download session (e.g. a photo, a webpage, a video)
from the Internet. For the aggregated scenario, assume one
request consists of 1000 packets, to implement aggregation,
these 1000 packets are split into two sets - one contains β
portion of packets and the other contains the remaining (1−β)
portion of packets. To aggregate the bandwidth of OSC and
DSC, the β portion of packets will be transmitted through
the OSC channel and simultaneously the (1 − β) portion of
packets will be sent via the DSC channel. To implement such
a heterogeneous system, one central coordinator is needed.
The central coordinator is an additional device encompassing
multiple functionalities, such as collecting the location and
channel information of all APs and user terminals, computing
the optimal traffic allocation ratio, and forwarding the data
traffic to different APs. Most of the hybrid RF-VLC papers
[13], [18], [19], [27], [28] have utilized the central coordinator
in the system for performing the traffic allocation functionality.
Also the cost of the central coordinator is usually cheap, such
as banana pi [29]. As a result, the system delay of each request
is the maximum of i) time spent by the piece of request in
RAOSC/CBOSC and ii) time spent by the piece of request in
DSC. The system delay of the requests in RAOSC, CBOSC
and DSC are represented by DR AOSC , DC B OSC and DDSC ,
respectively. New metrics α1(α2) and β1(β2) are defined for
two cases, to represent the traffic allocation ratio and request
splitting ratio for non-aggregated and aggregated scenarios,
respectively. These four factors will be discussed in detail in
Section III and Section IV. The main notations are summarized
in Table. I.

B. Overview of Typical Omnidirectional Non-Contention
and Contention Wireless Networks

As we discussed earlier, a typical example of
omnidirectional non-contention wireless network is the
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RF femtocell network. RF femtocell is a small and
low-power cellular base station, typically designed for
coverage and capacity improvement. One of the most
critical issues from deploying RF femtocells is the potential
interference among femtocells and macrocells [30]. However,
femtocells can incorporate interference mitigation techniques-
detecting macrocells, adjusting power and scrambling codes
accordingly [31] to eliminate the potential interference. The
interference management among neighboring femtocells
and among femtocells and macrocells are also investigated
in [32]. Clustering of femtocells [33], [34], fractional
frequency reuse (FFR) and resource partitioning [35], [36],
and cognitive approaches [37] can be employed to mitigate the
inter-femtocells interference. Since femtocells are deployed
by service provider, who has the priority of manipulating
the frequency, power, and location of all the femtocells, the
above-mentioned interference mitigation techniques can be
applied without contention issue. With interference issue
solved, the neighboring RF femtocells can perform downlink
data transmission at the same time without worrying about
the contention process even at the cell edge.

For omnidirectional contention-based wireless network,
a typical example is WiFi network. Since each WiFi AP is
normally deployed independently without coordination with
the neighboring WiFi APs, the interference among WiFi
APs will inevitably trigger the contention process when the
adjacent WiFi APs perform the downlink data transmis-
sion simultaneously. The CSMA/CA based MAC protocol of
IEEE 802.11 [25] is designed to mitigate the collisions due to
multiple WiFi APs transmitting on a shared channel. In a WiFi
network employing CSMA/CA MAC protocol, each WiFi AP
with a packet to transmit will first sense the channel during
a Distributed Inter-frame Space (DIFS) to decide whether it
is idle or busy. If the channel is idle, the WiFi AP proceeds
with the transmission. If the channel is busy, the WiFi AP
defers the transmission until the channel becomes idle. The
WiFi AP then initializes its backoff timer with a randomly
chosen backoff period and decrements this timer every time
it senses the channel to be idle. The timer stops decreasing
once the channel becomes busy and the decrementing process
will be restarted again after DIFS idle sensing. The WiFi AP
attempts to transmit once the timer reaches zero. The backoff
mechanism and the definition of contention window will be
discussed later in Section IV.

III. SYSTEM DELAY ANALYSIS FOR HETEROGENEOUS

RAOSC-DSC NETWORK

This section presents the mathematical derivation of the
minimum average system delay of the non-aggregated scenario
for heterogeneous RAOSC-DSC networks when negligible
blockage rate of DSC is considered. It provides a theoretical
proof that under this case the performance of the aggregated
scenario is always better than that of the non-aggregated
scenario in terms of the minimum average system delay. For
the evaluation of the minimum average system delay of the
aggregated scenario, an efficient solution is proposed. This
solution is shown to achieve less than 3% close to the optimal
solution. The comparison between the empirical results of the

Fig. 3. Queuing model representing the non-aggregated system model for
heterogenous RAOSC-DSC networks.

aggregated scenario and the delay performance of the non-
aggregated scenario is also presented. In the end, when non-
negligible blockage rate of DSC is assumed, we use simulation
results to evaluate the minimum average system delay of the
aggregated and non-aggregated scenarios.

A. The Non-Aggregated Scenario

Let α1 denote the percentage of requests allocated to
RAOSC. The non-aggregated scenario can be represented by
the queuing model shown in Fig. 3. Due to the assumption
that requests are randomly forwarded to RAOSC and DSC,
the requests arrival to each queue is still a Poisson process.
Requests arrive to RAOSC and DSC queues with mean rates
α1λ1 and (1−α1)λ1/N1, respectively. The average service time
of RAOSC and DSC queue are exponentially distributed with
means Bw

1 /μ1 and Bv
1 /μ1, respectively. Thus, each RAOSC

and DSC queue is characterized by the M/M/1 queuing model.
Theorem 1: In the non-aggregated system model, the min-

imum average system delay is

Dmin_non_agg

=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

μ1 N1

Bv
1 N1 − λ1μ1

, if
Bv

1 N1

λ1μ1
(1 − √

γ N1) ≥ 1

λ1μ1(1 + N1) − Bv
1 N1(1 − √

γ N1)
2

λ1[Bv
1 N1(γ + 1) − λ1μ1] ,

otherwise

Proof: The optimization problem for minimizing the
average system delay is formulated as follows:

Objective: min α1 DR AOSC + (1 − α1)DDSC

s.t . 0 ≤ α1 ≤ 1

α1λ1 < Bw
1 /μ1 (1)

(1 − α1)λ1/N1 < Bv
1/μ1 (2)

In order to find the candidate minimum points, the average
system delay as a function is described as follows:

D(α1) = α1 DR AOSC + (1 − α1)DDSC

= α1

Bw
1 /μ1 − α1λ1

+ 1 − α1

Bv
1 /μ1 − (1 − α1)λ1/N1

D(α1) is continuous in (1 − Bv
1 N1/(λ1μ1), Bw

1 /(λ1μ1)).
From constraints (1) and (2), we have 1 − Bv

1 N1/(λ1μ1) < 0
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and Bw
1 /(λ1μ1) > 1. Hence, D(α1) is continuous in [0,1].

The derivative of D(α1) is

D′(α1) = aα2
1 + bα1 + c

f 2(α1)
, where

a = λ2
1(Bw

1 − Bv
1 N2

1 ),

b = 2λ1 Bw
1 (Bv

1 N1 − λ1μ1 + Bv
1 N2

1 )

μ1
,

c = [Bw
1 ((Bv

1 )2 N2
1 − 2λ1μ1 Bv

1 N1 + λ2
1μ

2
1

− Bw
1 Bv

1 N2
1 )]/μ2

1,

f (α1) = √
μ1(−λ1α1 + Bw

1

μ1
)(

λ1α1

N1
+ Bv

1

μ1
− λ1

N1
).

It is found that f 2(α1) �= 0 when α1 is in [0,1]. Since a < 0
and b2−4ac > 0, D′(α1) has two zero points α1(1) and α1(2)

α1(1) = λ1μ1
√

γ /(Bv
1 N1) + √

γ (
√

γ N1 − 1)

λ1μ1(
√

γ + √
N1)/(Bv

1 N1)
(3)

α1(2) =
√

γ [1 − Bv
1 N1(

√
γ N1 + 1)/(λ1μ1)]√

γ − √
N1

(4)

α1(2) − α1(1) = 2
√

γ N1[1 − Bv
1 N1(γ + 1)/(λ1μ1)]
γ − N1

(5)

where γ = Bw
1 /(Bv

1 N1) and γ < 1. In (3), the numerator
is less than λ1μ1/(Bv

1 N1) and the denominator is greater
than λ1μ1/(Bv

1 N1). Thus, this proves α1(1) < 1. In (4),
the numerator and the denominator are both less than zero.
This proves that α1(2) > 0. In (5), since the numerator and
denominator are both less than zero, α1(2) is greater than
α1(1). This means that i) D′(α1) < 0 when α1 < α1(1) or
α1 > α1(2); ii) D′(α1) > 0 when α1(1) < α1 < α1(2).

The discussion is divided into four cases: i) 0 < α1(1) < 1
and 0 < α1(2) < 1; ii) α1(1) ≤ 0 and 0 < α1(2) < 1;
iii) 0 < α1(1) < 1 and α1(2) ≥ 1; iv) α1(1)≤0 and α1(2)≥1.
In case i) and iii), for the first case, D′(α1) is negative in the
range of [0, α1(1)) and (α1(2), 1], and positive in the range of
(α1(1), α1(2)). Also because D(0) < D(1), thus Dmin (α1) =
D(α1(1)). For the third case, D′(α1) is negative in the range
of [0, α1(1)) and positive in the range of (α1(1), 1]. Therefore,
Dmin(α1) = D(α1(1)). In case ii) and iv), Dmin (α1) = D(0)
because D(0) < D(1). After substituting α1 = 0 and α1 =
α1(1) into D(α1), it is found that

D(0) = μ1 N1

Bv
1 N1 − λ1μ1

and

D(α1(1)) = λ)1μ1(1 + N1) − Bv
1 N1(1 − √

γ N1)
2

λ1[Bv
1 N1(γ + 1) − λ1μ1]

Note that Dmin_non_agg = D(α1(1)) iff α1(1) > 0. It means

that
Bv

1 N1
λ1μ1

(1 − √
γ N1) < 1.

B. The Aggregated Scenario

Let β1 denote the proportion of the size of each request
that is allocated to the RAOSC. The aggregated scenario
can be represented by the queuing model shown in Fig. 4.
Assuming that the requests arrival are randomly and evenly
distributed to each DSC queue, the requests arrival process
to each DSC queue is still a Poisson process. The average

Fig. 4. Queuing model representing the aggregated system model for
heterogeneous RAOSC-DSC networks.

Fig. 5. Requests distribution in the aggregated scenario for N1 = 1 and
N1 > 1.

requests arrival rates for RAOSC and DSC are λ1 and λ1/N1,
respectively. The average serving rates of RAOSC and DSC
are Bw

1 /(β1μ1) and Bv
1 /[(1 − β1)μ1], respectively. Similar to

the non-aggregated scenario, each RAOSC and DSC queue can
be characterized by the M/M/1 queuing model. The objective
of the optimization problem can be expressed as minimizing
E[max(DR AOSC , DDSC)].

Fig. 5 represents the requests distribution to RAOSC and
DSC queues for N1 = 1 and N1 > 1. In Fig. 5, it can be
seen that when N1 = 1, the delay of the DSC queue is fully
correlated to that of the RAOSC queue. Therefore, achieving
the objective value of minimizing E[max(DR AOSC , DDSC)]
is equivalent to obtaining the optimal β1 from E[DR AOSC ] =
E[DDSC]. However, when N1 > 1, the RAOSC queue
contains different colored pieces of request, which are split
from the requests flowing to different DSC APs. Each color
represents a data stream destined to one DSC AP. The
arrival times and the sizes of different colored pieces of
request are independent while those of the same colored
pieces of request are completely correlated. Specifically, due
to the existence of yellow and green pieces of request
(in Fig. 5) in the RAOSC queue, the departure times of
the red pieces of request in the RAOSC queue and the
DSC queue are neither independent nor completely corre-
lated. Hence, the complexity of computing the optimal β1
is severely exacerbated. Instead of searching for the optimal
β1 by minimizing E[max(DR AOSC , DDSC)], the objective is
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Fig. 6. The percentages of additional delay caused by approximation in terms of (a) λ1; (b) μ1; (c) Bw
1 ; (d) Bv

1 , with N1 varied from 1 to 10.

Fig. 7. The amount of additional delay caused by approximation in terms of (a) λ1; (b) μ1; (c) Bw
1 ; (d) Bv

1 , with N1 varied from 1 to 10.

simplified as minimizing max(E[DR AOSC ], E[DDSC]). For
instance, let us assume that the delays of three pieces of
request in RAOSC are 1, 2 and 3 seconds respectively, and
the delays of the corresponding three pieces of request in
DSC are 2 seconds for all. As such, the objective value
of E[max(DR AOSC , DDSC)] will be 2.33 seconds while
the objective value of max(E[DR AOSC ], E[DDSC]) will be
2 seconds, which provides an underestimation of the traffic
load. When the RAOSC queue is overwhelmed, approximated
E[DR AOSC ] will be lower than the real average request delay
and vice versa. The error value has been further validated
not to exceed 3% by the simulation results. To determine
the approximated value of the optimal β1 from the objec-
tive of minimizing max(E[DR AOSC ], E[DDSC]), we make
E[DR AOSC ] = E[DDSC]. Therefore, the approximated value
of β1 is, β1 = (−b − √

b2 − 4ac)/(2a), where a = λ1μ1(1 −
1/N1), b = −[Bw

1 + Bv
1 + λ1μ1(1 − 1/N1)], and c = Bw

1 .
By simulating the aggregated scenario with the approx-

imated β1, the percentages of additional delay caused by
approximation are shown in Fig. 6. The values of the
λ1, μ1, Bw

1 , Bv
1 are initially set as 0.5/s, 90 Mb, 50 Mpbs,

100 Mbps, respectively. In each plot, one of these four
parameters is varied while keeping the other three fixed to
the initial values. With N1 varied from 1 to 10, it is noticed
that the percentage of the maximum additional delay is 2.7%,
which is less than 3%. Figs. 6 (a)-(c), show that, as λ1, μ1 and
Bw

1 increase, the percentage of the additional delay decreases
initially and increases after reaching the minimum level.

However, in Fig. 6 (d), the percentage of the delay penalty does
not change much. Figs. 6 (a)-(c) show that the percentage of
additional delay has the minimum values when λ1 ≈ 0.33,
μ1 ≈ 58 and Bw

1 ≈ 70, respectively. When λ1 < 0.33,
μ1 < 58 and Bw

1 > 70, the approximation approach overes-
timates the congestion level of RAOSC and causes additional
traffic load allocated to DSC, and vice versa. Note that when
N1 = 1, the approximated solution proposed here will lead to
the exact minimum average system delay of the aggregated
scenario because the delay of requests at each queue are
fully correlated. The explicit additional delay values are shown
in Fig. 7.

C. Theoretical Analysis

Theorem 2: Under our heterogeneous RAOSC-DSC net-
work model, the aggregated scenario has a lower minimum
average system delay than that of the non-aggregated scenario.

Proof: The average system delays of the non-aggregated
and the aggregated scenarios are

E[Dnon_agg] = α1

Bw
1 /μ1 − α1λ1

+ 1 − α1

Bv
1/μ1 − (1 − α1)λ1/N1

E[Dagg] = E[max(DR AOSC , DDSC)]
= E[DR AOSC ] + E[DDSC]

− E[min(DR AOSC , DDSC)]
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Fig. 8. The ratio of the approximated minimum average system delay of the aggregated scenario to the minimum average system delay of the non-aggregated
scenario in terms of (a) λ1; (b) μ1; (c) Bw

1 ; (d) Bv
1 , with N1 varied from 1 to 10.

Note that, for aggregated scenario,

E[DR AOSC ] = 1
Bw

1
β1μ1

− λ1

= β1
Bw

1
μ1

− β1λ1

E[DDSC] = 1
Bv

1
(1−β1)μ1

− λ1
N1

= 1 − β1
Bv

1
μ1

− (1−β1)λ1
N1

When α1 = β1, since E[min(DR AOSC , DDSC)] is greater
than zero, we always have E[Dnon_agg] > E[Dagg]. There-
fore, the minimum average system delay of the aggre-
gated scenario is lower than that of the non-aggregated
scenario.

D. Empirical Analysis

When applying the approximation method, the following
question should be addressed: is the resulting minimum aver-
age system delay with approximated β1 of the aggregated sce-
nario still lower than that of the non-aggregated scenario? To
further investigate the comparison between the non-aggregated
and the aggregated scenarios, the analytical results obtained
when applying the non-aggregated scenario are compared with
the simulation results obtained when applying the approx-
imated aggregated scenario. The ratio of the approximated
minimum average system delay of the aggregated scenario
to the minimum average system delay of the non-aggregated
scenario is used to demonstrate the viability of the approxi-
mation approach. Fig. 8 illustrates the comparison. The values
of λ1, μ1, Bw

1 , Bv
1 and N1 are the same as those in Fig. 6.

As such, based on the simulation parameters, the approximated
minimum average system delay of the aggregated scenario is at
least 16% lower than that of the non-aggregated scenario. The
aggregation has diminishing gains over the non-aggregated
scenario as the number of DSC APs increases and the ratio
of RAOSC bandwidth to DSC bandwidth decreases. This
is due to the additional RAOSC capacity which leads to
decreasing the effect per DSC AP. Besides, the benefit of
aggregating RAOSC and DSC becomes less evident as λ1 and
μ1 increases. This is because increasing traffic load reduces
the effect of efficient bandwidth utilization provided by
aggregation.

E. Extension to Non-Negligible Blockage Rate of DSC

As it will be discussed in the next section, the queuing
model of DSC would be changed to M/G/1 if non-zero
blockage rate is considered. As a result, it would be very
difficult to mathematically derive the minimum average sys-
tem delay of the non-aggregated scheme for heterogeneous
RAOSC-DSC networks and also very complicated to theoreti-
cally compare the performance of the aggregated scheme and
that of the non-aggregated scheme in terms of the minimum
average system delay. Note that the mathematical derivation
and theoretical comparison are both performed in the first case
(i.e. RAOSC-DSC) when negligible blockage rate is
considered.

To evaluate the RAOSC-DSC case when non-negligible
blockage rate of DSC is assumed, we perform simulations
with the settings similar to that of the negligible blockage
rate case, but change the blockage rate from 0 to 0.1 and
0.2. The simulation results of RAOSC-DSC case are shown
in Fig. 9 and Fig. 10, respectively. Comparing the results in
Fig. 9 and Fig. 10 to the results in Fig. 8, we observe that the
variation trend of the ratio of the minimum average system
delay of the aggregation scenario to that of the non-aggregation
scenario are very similar. As it is expected, the only difference
is that when non-zero blockage rate is considered for the DSC
channels, the benefit of performing aggregation increases. This
is consistent with the simulation results in the Fig. 8. As the
bandwidth of DSC decreases, which is similar to increase
the blockage rate of DSC channel, the gain of performing
aggregation is enhancing. Therefore, the same conclusion
when blockage is not considered can be drawn when blockage
is considered.

IV. SYSTEM DELAY ANALYSIS FOR HETEROGENEOUS

CBOSC-DSC NETWORK

In this section, we first model the system delay of the non-
aggregated and the aggregated scenarios for heterogeneous
CBOSC-DSC networks. To validate our analytical model, we
conduct extensive simulations based on the system model
presented in Section II. We also observe from the simulation
results that, under certain conditions, the non-aggregated sce-
nario outperforms the aggregated one in terms of minimum
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Fig. 9. For the case of RAOSC-DSC, when blockage rate of DSC is 0.1, the ratio of the minimum average system delay of the aggregated scenario to that
of the non-aggregated scenario in terms of (a) λ1; (b) μ1; (c) Bw

1 ; (d) Bv
1 , with N1 varied from 1 to 10.

Fig. 10. For the case of RAOSC-DSC, when blockage rate of DSC is 0.2, the ratio of the minimum average system delay of the aggregated scenario to that
of the non-aggregated scenario in terms of (a) λ1; (b) μ1; (c) Bw

1 ; (d) Bv
1 , with N1 varied from 1 to 10.

Fig. 11. Queuing model representing the non-aggregated system model for
heterogeneous CBOSC-DSC networks.

average system delay. This is due to the fact that the delay
penalty introduced by aggregation when contention and back-
off mechanism is utilized surpasses the benefit of splitting the
request.

A. The Non-Aggregated Scenario

Let α2 denote the percentage of requests allocated to
CBOSC. The non-aggregated scenario can be represented
by the queuing model in Fig. 11. Similar to the analysis
for heterogeneous RAOSC-DSC networks, the request arrival

process to each queue is still a Poisson process. However, since
the contention and backoff of 802.11 protocols are considered
when modeling the CBOSC network, the service time of each
CBOSC queue T w(α2) depends on the traffic load allocated
to CBOSC. Also, for DSC queues, due to the consideration
of the blockage, the distribution of the service time of each
request T v is not memoryless. Therefore, the M/G/1 queuing
model is utilized to characterize each CBOSC and DSC queue.
In order to fully characterize the delay of the resulting M/G/1
model, we need to derive the expectation and the second
moment of the service time of the resulting M/G/1 model.

The minimum and maximum contention window size
associated with backoffs are denoted by CWmin and
CWmax , respectively. In 802.11 protocol, m is defined as
m = log2(CWmax/CWmin). For instance, CWmin = 16 slots
and CWmax = 1024 slots, and thus m = 6 for 802.11n
protocol. In the following analysis, since RTS/CTS exchange is
considered, we denote the probability that an RTS transmission
results in a collision by p. Following the same approach in [20]
[20, eq. (5)], the average number of backoff slots experienced
by a request at a CBOSC AP can be expressed as

W̄ = 1 − p − p(2 p)m

1 − 2 p

CWmin

2
. (6)

Denote the duration consumed by a collision by Tc =
DI FS + σRT S , where Distributed Inter-Frame Space (DIFS)
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is utilized to sense the idle channel and σRT S = lRT S/Bw
2 is

the transmission delay of an RTS packet. Given the average
request arrival rate as α2λ2

M and the average time to transmit a
request in CBOSC queue as μ2

Bw
2

, the collision probability can

be expressed as follows according to [20] [20, eq. (11)]

p = 1 −
(

1 −
α2λ2

M [1 + 1
W̄

( μ2
Bw

2
+ Tc

p
2(1−p) )]

1 − α2λ2
M (M − 1)[ μ2

Bw
2

+ Tc
p

2(1−p) ]
)M−1

.

(7)

By substituting (6) into (7), the collision rate p can be obtained
by numerical methods.

Denote the queue utilization rate of each CBOSC AP as ρ,
then according to [20] [20, eq. (10)], we have

ρ =
α2λ2

M [ μ2
Bw

2
+ Tc

p
2(1−p) + W̄ ]

1 − α2λ2
M (M − 1)[ μ2

Bw
2

+ Tc
p

2(1−p) ]
.

Next, we start deriving the probability density function (pdf)
of the request service time, which is from the instant that
the request reaches the head to the queue to the instant that
the request departs from the queue. The pdf of the backoff
slots (BO), following a successful transmission of a request at
a CBOSC AP, is represented by

P[B O = i ] = ρ(1 − p)U1,C Wmin(i) + p(1 − p)

× [U1,C Wmin ∗ U1,2C Wmin (i)]
+... + (p)m(1 − p)[U1,C Wmin ∗ U1,2C Wmin

∗... ∗ U1,2mC Wmin ](i)],
where Ua,b denotes the pdf of a uniform distribution between
a and b, and ∗ represents the convolution operation.

To evaluate the portion of service time resulted from the suc-
cessful transmissions and collisions of the contending CBOSC
APs, we denote q as the probability that one of the remaining
M − 1 CBOSC APs attempts to transmit in a given slot, and
qc as the probability that a collision occurs in a slot given that
at least one of the M − 1 CBOSC APs attempts to transmit in
that slot. According to [20] [20, eqs. (13) and (15)]), we have

q = 1 − (1 − ρ

W̄
)M−1,

and

qc = 1 − (1 − ρ

W̄
)M−1 − (M−1)ρ

W̄
(1 − ρ

W̄
)M−1

1 − (1 − ρ

W̄
)M−1 .

Assume that in the i backoff slots, j slots are followed
by transmission attempts of the other M − 1 CBOSC APs
and k out of j slots are followed by collisions, then j − k
slots are followed by successful transmissions of the M − 1
CBOSC APs. Since the summation of j − k i.i.d. exponential
random variables (i.e. transmission time of a request μ2

Bw
2

) is a
gamma random variable, the contribution of j − k successful
transmissions to the service time can be expressed as a gamma
distribution

l( j−k)(x) = 1

( j − k − 1)! ( Bw
2

μ2
) j−k

x j−k−1e
− μ2x

Bw
2 .

Then the pdf of the channel access delay experienced by a
request is given by

P[Y = s] =
∞∑

i

i∑

j

j∑

k

l( j−k)(x)

(
i

j

)

qi (1 − q)i− j

×
(

j

k

)

qk
c (1 − qc)

j−k P[B O = i ]I (s), (8)

where
( i

j

)
qi (1 − q)i− j represents the probability that j out

of i slots are followed by transmission attempt from the
M−1 CBOSC APs,

( j
k

)
qk

c (1−qc)
j−k represents the probability

that k out of j slots are followed by collisions, and I (s) is
an indicator function which equals 1 when s = x + i + kTc

and 0 otherwise.
Denote the moment generating function (mgf) of the chan-

nel access delay by MY (t), the mgf of the total service
time MR(t), including the channel access delay and request
transmission time, is given by

MR(t) = MY (t)(1 − t (
Bw

2

μ2
)−1)−1,

where (1 − t (
Bw

2
μ2

)−1)−1 represents the mgf of an exponential
random variable with mean μ2

Bw
2

. Then the second moment and
the mean of the total service time T w can be obtained by
differentiating MR(t) with respect to t and setting t = 0 as
follows

E[(T w)2] = d2MR(t)

dt2 (0), E[T w] = dMR(t)

dt
(0).

According to Pollaczek-Khinchine formula, the expected
system delay of CBOSC queues is given by

E[DC B OSC] =
α2λ2

M E[(T w)2]
2(1 − ρ)

+ E[T w].
For DSC queues, in order to fully characterize the average

system delay of requests, we need to derive the expectation and
the second moment of the service time of the resulting M/G/1
model. Recall that the probability of successful transmission is
denoted by Psucc and packet drop due to buffer limitation is not
considered. Although in some cases, a packet may be dropped
after a certain number of unsuccessful retransmissions, the
error caused by this infinite extension is negligible since
Psucc(1 − Psucc)

n−1 → 0 as n increases. Therefore, the
expected service time of a request in DSC queues is

E[T v ] = μ2

Bv
2
[Psucc + 2Psucc(1 − Psucc)

+... + n Psucc(1 − Psucc)
n−1 + ...]

= μ2

Bv
2 Psucc

.

Suppose a request’s transmission time is v and the number
of transmission attempts is u, then the total service time of
this request is uv. Thus, the second moment of the service
time of a request in DSC queues is

E[(T v )2] =
∞∑

v

∞∑

u

Bv
2

μ2
e
− Bv

2
μ2

v
Psucc

× (1 − Psucc)
u−1(uv)2.
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Fig. 12. Queuing model representing the aggregated system model for
heterogeneous CBOSC-DSC networks.

According to Pollaczek-Khinchine formula, the expected
system delay of DSC queues is given by

E[DDSC] =
(1−α2)λ2

N2
E[(T v )2]

2(1 − (1−α2)λ2
N2

E[T v ]) + E[T v ].

Since α2 portion of the requests are allocated to CBOSC
networks and 1 − α2 portion of requests are allocated to
DSC networks, the average system delay of the heterogeneous
CBOSC-DSC networks based on the non-aggregated scenario
is given by

Dnon_agg = α2 E[DC B OSC] + (1 − α2)E[DDSC].

B. The Aggregated Scenario

Let β2 denote the proportion of the size of each request
that is allocated to the CBOSC. The aggregated scenario can
be represented by the queuing model in Fig. 12. Similar to
the non-aggregated scenario for heterogeneous CBOSC-DSC
networks, the request arrival process of each CBOSC or DSC
queue can be described by a Poisson process, and the distribu-
tion of service time are not memoryless for both CBOSC and
DSC queues. Therefore, we use the M/G/1 queuing model to
characterize the system delay of each CBOSC and DSC queue.

For the derivation of the system delay for the aggregated
scenario, we only describe the parameters p, ρ, l( j−k)(x),
MR(t), E[DC B OSC], E[T v ], E[(T v )2] and E[DDSC] with
different expressions when comparing them to those of the
non-aggregated scenario. Given the average request arrival rate
of CBOSC queues as λ2

M and the average time to transmit a
request in CBOSC queue as β2μ2

Bw
2

, the collision probability,

queue utilization and the contribution of j − k successful
transmissions to the service time can be expressed as follows

p = 1−
(

1−
λ2
M [1 + 1

W̄
( β2μ2

Bw
2

+ Tc
p

2(1−p) )]
1− λ2

M (M − 1)[β2μ2
Bw

2
+ Tc

p
2(1−p) ]

)M−1

,

(9)

ρ =
λ2
M [β2μ2

Bw
2

+ Tc
p

2(1−p) + W̄ ]
1 − λ2

M (M − 1)[β2μ2
Bw

2
+ Tc

p
2(1−p) ]

, (10)

l( j−k)(x) = 1

( j − k − 1)! ( Bw
2

β2μ2
) j−k

x j−k−1e
− β2μ2x

Bw
2 . (11)

Substitute (9), (10) and (11) into (8), the pdf of the channel
access delay can be obtained. Then the mgf of the total service
time is expressed as follows

MR(t) = MY (t)(1 − t (
Bw

2

β2μ2
)−1)−1.

Similar to the non-aggregated scenario, the expected service
time of a request in CBOSC queues is

E[DC B OSC] =
λ2
M E[(T w)2]

2(1 − ρ)
+ E[T w].

For DSC queues, the expectation and the second moment
of the service time are

E[T v ] = β2μ2

Bv
2 Psucc

and

E[(T v )2] =
∞∑

v

∞∑

u

Bv
2

β2μ2
e
− Bv

2
β2μ2

v
Psucc

× (1 − Psucc)
u−1(uv)2.

The expectation of the system delay of the DSC queues is

E[DDSC] =
λ2
N2

E[(T v )2]
2(1 − λ2

N2
E[T v ]) + E[T v ].

Similar to the approximation for the aggregated scenario
in heterogeneous RAOSC-DSC networks, the average system
delay of the heterogeneous CBOSC-DSC networks based on
the aggregated scenario is approximated by

Dagg =
{

E[DC B OSC], if E[DC B OSC] ≥ E[DDSC],
E[DDSC], otherwise.

C. Empirical Analysis

To validate our analytical model and compare the sys-
tem delay performance of heterogeneous CBOSC-DSC net-
works under non-aggregated and aggregated scenarios, we
conduct extensive simulations under the homogeneous traffic
assumptions. The final system delay is averaged over 100,000
simulated requests. For the simulation settings, we consider
a 8 × 10 meters room. There are 10 CBOSC APs located
in a single contention domain (i.e. each pair of CBOSC
APs have non-negligible interference between each other).
For 802.11 a/g/n, the minimum and maximum contention
window sizes [38] are 16 slots and 1024 slots, respectively.
Referring to [20], the 802.11 MAC settings, including RTS
size, CTS size, DIFS and slot size, are set to 44 bytes, 38 bytes,
50 μsec and 20 μsec, respectively. In the room, there are
20 DSC APs mounted on the 2.5 meters height ceiling in grid
structure, where each DSC AP is serving a 2 × 2 meters square
area. Each adjacent 4 DSC APs are using different frequency.
In other words, the reuse factor is 4. Each DSC AP has 5 MHz
bandwidth and is using 4-PAM as the modulation scheme. The
maximum optical power of each DSC AP is set to 0.5 Watt.
The Gaussian noise value is calculated based on the parameters
in [39] and is set to 4.7×10−14 A2. The semi-angle at half
power, area of detector, optical filter gain and refractive index
are all set to the same as the parameter in [39]. For 4-PAM, the
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Fig. 13. Comparison between the simulation and analytical results of the average system delays for (a) non-aggregated scenario; (b) aggregated scenario.

TABLE II

VALUES OF THE PARAMETERS USED IN THE SIMULATION

required minimum SNR value for achieving 10−3 bit error rate
is 19.80 dB [40]. Based on the setting, the SNR value for the
user terminals located at the boundary of each AP’s coverage is
25.78 dB, which satisfies the minimum requirement of 4-PAM.
The field of view (FOV) of optical receivers is set to
40 degrees. which means that for each DSC AP, the signals
from the closest interfering AP will not be received by the
serving user terminals. Therefore, each DSC AP can achieve
10 Mbps throughput. Within each 2 × 2 meters square area
served by each DSC AP, based on the practical settings given
above, the data rate of a user terminal will be the same no
matter where it is located. The uniformly distributed blockage
rate is set to 0.5. All the parameter settings for CBOSC and
DSC networks are given in Table II.

In Fig. 13, we vary the traffic allocation ratio α2 for
the non-aggregated scenario and the request splitting ratio
β2 for the aggregated scenario, and compare the simulation
and analytical results for the average system delay. For both
scenarios, we can see the close match between the analytical

and simulation results. The simulation results are the average
system delay over all the simulated requests. If the number
of simulated requests is large enough, the simulation results
are expected to converge to the analytical results. Refer to (9)
in [20] as follows,

1

μ
= ρ(N − 1)[TS + TC

p

2(1 − p)
] + W̄ + TS

+ TC
p

2(1 − p)

the factor of 2 in the denominator of TC
p

2(1−p) represents the
first degree approximation that only two nodes are involved
in a collision. The first degree approximation underestimates
the collision effect, thus under some cases (i.e. three or more
nodes collide), the simulation result is expected to be above
the analytical one. On the other hand, refer to (6) in [20] as
follows,

p = 1 − P[SE]N−1

where P[SE] denotes the probability that a node does not
transmit in a slot, the assumption behind (6) in [20] is that the
event that a node does not transmit in a slot is independent of
similar decisions by the other nodes. The decoupling approxi-
mation overestimates the collision probability, therefore under
some cases (i.e. a node does not transmit is correlated to the
similar decisions of the other nodes), the simulation result
is expected to be below the analytical one. As expected,
there exist optimal values of α2 and β2 that will lead to
the minimum average system delay of the heterogeneous
CBOSC-DSC network. With α2 and β2 lower than the optimal
values, the DSC network will contribute more delay penalty
to the average system delay. However, since the contention
and backoff mechanism is not utilized in DSC, the average
system delay will not approach to infinity even if α2 and β2
are equal to 0. In contrast, as α2 and β2 increase above the
optimal value, the CBOSC queues will be saturated quickly,
which leads to infinite average system delay.

In Fig. 14, the values of λ2, μ2, Bw
2 , Bv

2 are initially set
to the values in Table II. In each plot, one of these four
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Fig. 14. Comparison between the average system delays of non-aggregated scenario and aggregated scenario in terms of (a) λ2; (b) μ2; (c) Bw
2 ; (d) Bv

2 ,
when M = 10 and N2 = 20.

parameters is varied while keeping the other three fixed at
the initial values. In Fig. 14 (a), it is observed that the
average system delay of aggregated scenario is not always
lower than that of the non-aggregated scenario. This is the
major difference from the simulation results of heterogeneous
RAOSC-DSC networks, where contention and backoff mech-
anism is not utilized. As the request arrival rate increases,
the backoff penalty brought by aggregation will surpass the
benefit from splitting the requests. Therefore, in heterogeneous
networks where contention and backoff mechanism is applied,
under certain conditions, the non-aggregated scenario outper-
forms the aggregated scenario in terms of average system
delay. In Fig. 14 (b), as the mean request size increases,
the gap between aggregation and non-aggregation increases.
These results are opposite to the results of Fig. 8 (b). The
reason is that as the mean request size decreases, the ben-
efit brought from aggregation becomes less evident than the
backoff penalty. In Fig. 14 (c) and Fig. 14 (d), the results
are consistent with the results of Fig. 8 (c) and (d). As the
CBOSC bandwidth increases, the collision probability of the
CBOSC network decreases. Thus, the delay penalty effect
brought by aggregation is diminishes. As the DSC bandwidth

increases, similar to the heterogeneous RAOSC-DSC network,
the benefit gain of aggregated scenario is slightly reduced. This
is because the increase in the DSC bandwidth leads to smaller
optimal α2 and β2, which will reduce the gap between the
delay performance of non-aggregated scenario and aggregated
scenario.

To evaluate the effect of the number of APs on the sys-
tem delay performance of the heterogeneous CBOSC-DSC
network, we reduce the number of CBOSC APs M from
10 to 2 and the number of DSC APs N2 from 20 to 4. The
comparisons between non-aggregated scenario and aggregated
scenario in terms of λ2, μ2, Bw

2 , Bv
2 are performed again and

the simulation results are shown in Fig. 15. Compared to the
simulation results when M = 10 and N2 = 20, the average
system delays are higher when M = 2 and N2 = 4. This is
because the total network capacity is reduced when the number
of APs decreases. We also observe that when M = 10 and
N2 = 20, the benefit gain of aggregated scenario over non-
aggregated scenario is less than 20%; while this benefit gain
increases up to 40% when M = 2 and N2 = 4. In addition,
we set the values of λ2, μ2, Bw

2 , Bv
2 to 0.05/slot, 1000 bytes,

20 Mbps, 10 Mbps, respectively. The number of CBOSC APs
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Fig. 15. Comparison between the average system delays of non-aggregated scenario and aggregated scenario in terms of (a) λ2; (b) μ2; (c) Bw
2 ; (d) Bv

2 ,
when M = 2 and N2 = 4.

Fig. 16. Comparison between the minimum average system delays of non-aggregated scenario and aggregated scenario in terms of (a) the number of CBOSC
APs M; (b) the number of DSC APs N2.

M are varied from 3 to 10 while fixing the number of DSC
APs N2 to 20. The simulation results are shown in Fig. 16 (a).
As it is expected, the gap between aggregation and

non-aggregation is decreasing when the number of CBOSC
APs M increases. This is because with certain value of total
request arrival rate, mean request size, CBOSC and DSC
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Fig. 17. For the case of RAOSC-DSC, the ratio of the minimum average system delay of the aggregated scenario to that of the non-aggregated scenario in
terms of (a) λpareto for generalized pareto distribution and (b) λweibull for weibull distribution, with N1 varied from 1 to 10.

Fig. 18. For the case of CBOSC-DSC, comparison between the minimum average system delay of non-aggregated scenario and aggregated scenario in terms
of (a) λpareto for generalized pareto distribution and (b) λweibull for weibull distribution, when M = 10 and N2 = 20.

bandwidth, the collision probability of CBOSC network is
increasing as the number of CBOSC APs increases. In partic-
ular, the backoff penalty of aggregated scenario is dominating
as the number of CBOSC APs increases. Therefore, the benefit
gain of aggregated scenario over non-aggregated scenario
becomes dominant when the number of CBOSC APs is small.
In Fig. 16 (b), the number of DSC APs N2 are varied from
10 to 20 while fixing the number of CBOSC APs M to 10.
We observe that the gap between aggregation and non-
aggregation does not change much when the number of DSC
APs N2 varies. However, the minimum average system delay
of the two scenarios are both decreasing as N2 increases. This
is due to the additional network capacity added by increasing
number of DSC APs.

Furthermore, to evaluate the effect of other distribution of
arrival process on our approach, we investigate two other
distributions of interarrival time by simulations - generalized

pareto distribution [41] and weibull distribution [42]. The pdf
of the generalized pareto distribution is as follows:

ypareto = f (x |k, λpareto, θ)

= λpareto(1 + k(x − θ)λpareto)
−1− 1

k

where k is the shape parameter, λpareto is the reciprocal of
the scale parameter and θ is the threshold parameter.

The pdf of the weibull distribution is shown as follows:

yweibull = f (x |λweibull , b)

= λweibull b(λweibull x)b−1e−(λweibull x)b

where λweibull is the reciprocal of the scale parameter and b
is the shape parameter.

In the simulation, under the assumption of generalized
pareto distribution of interarrival time, we set k = 1 and
θ = λk. Under the assumption of weibull distribution of
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interarrival time, we set b = 1.5. Similar to the evaluation
performed above, the minimum average system delay perfor-
mance of non-aggregated scenario and aggregated scenario is
evaluated for the RAOSC-DSC case and CBOSC-DSC case.
The other simulation settings are the same as the settings
above. The simulation results are shown in Fig. 17 and Fig. 18.
It can be observed that based on the given simulation settings
for the case of RAOSC-DSC the minimum average system
delay of the aggregated scenario is still always lower than that
of the non-aggregated scenario, while for the case of CBOSC-
DSC, the minimum average system delay of the aggregated
scenario is lower than that of the non-aggregated scenario
for light traffic condition and vise versa. These results are
consistent with the results based on the assumption of Poisson
arrival process.

V. CONCLUSION

In this paper, two cases of heterogeneous OSC-DSC
wireless networks are considered for aggregation and non-
aggregation scenarios. In the first case, the heterogeneous
RAOSC-DSC network is investigated. Given the assumptions
that requests arrive according to Poisson process and the
request size is exponentially distributed, it is proved that the
minimum average system delay of the aggregated scenario
is always lower than that of the non-aggregated scenario.
An efficient method is proposed to approximate the opti-
mal requests splitting ratio in the aggregated scenario. The
analytical results when applying the non-aggregated scenario
and simulation results when applying the aggregation system
are also presented. In the second case, the heterogeneous
CBOSC-DSC network is studied. The average system delay is
derived for both the non-aggregated and aggregated scenarios.
Extensive simulation results imply that, when contention and
backoff mechanism is considered, the non-aggregated scenario
outperforms the aggregated one under certain conditions. This
is because the backoff penalty caused by aggregation exceeds
the benefit from splitting the request.
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